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## Abstract

Purpose: The ever increasing prevalence of mental health disorders is subsequently resulting in an ever increasing burden on mental health services globally. Due to need outweighing capacity, many turn to, or are signposted to, online resources. Online mental health chatrooms are chat based services that users can frequent to discuss their mental health, often with individuals experiencing similar issues. Most of these are moderated by volunteers. The aim of this study was to explore the motivations for moderating, the positive and negative effects of the role and to identifying current and required pathways of support.

Design: This study used an online questionnaire design, disseminated via the online mental health community, 18percent. An open ended interview schedule was disseminated to eight volunteer moderators. Qualitative data was analysed using NVivo software and reflexive thematic analysis.

Findings: Moderators were motivated to engage in this role due to past experiences and to help others. The positive effects of moderating were engaging in digital altruism and improving one’s personal mental health. The negative effects were personal triggers and role specific issues such as harassment and being unable to help people in crisis situations. For further support, moderators would benefit from refresher training sessions and further professional training in which they can proactively help when a user is experiencing suicidal ideation/behaviours.

Originality: The research highlighted the motivations for, positive and negative effects of and the current and further pathways of support required by volunteer moderators and proffers recommendations within the discussion.
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## Introduction

### Online Mental Health Communities

It has been estimated by the World Health Organisation (WHO) that one in every eight people live with a mental disorder (WHO; 2022). The ever increasing prevalence of mental health disorders is subsequently resulting in an ever increasing burden on mental health services globally (WHO, 2022b; Bower et al., 2023). Due to need outweighing capacity, and spurred on in light of the COVID-19 pandemic, plethora of digital interventional resources has been designed, and implemented, to alleviate the burden upon mental health services and increase access to support for those in need (Adans-Dester et al., 2020; Cao et al., 2022; Alam et al., 2023; Lu et al., 2023). A variety of interventions have proven efficacious, such as mHealth apps (Kruse et al., 2022; Deneke et al., 2022; Dufoe, 2023), online support groups (Bauman & Rivers, 2023; Sharma et al., 2023), symptom checkers (Wallace et al., 2022; Pairon et al., 2023) and online talking therapies (Khan et al., 2022) to name but a few. One online provision growing in popularity is the online mental health community (OMHC).

OMHCs are chat based services that users can frequent to discuss their mental health, often with individuals experiencing similar issues, or having experienced them in the past (Prescott, Rathbone & Hanley, 2020). Typically user led facilities, OMHCs offer readily accessible, informal peer to peer support whilst maintaining an informative purpose in a safe place to communicate. Given that stigma surrounding mental health remains a prevailing factor in the decision to disclose or seek help, OMHCs are beneficial to those experiencing mental health issues as they aid anonymity and allow for discrete disclosure without judgement, and with immediate responses and advice (Prescott et al., 2020; Migliorini et al., 2022; Bauman & Rivers, 2023).

### Moderators

OMHCs often appoint individuals to act as moderators to facilitate and monitor conversations, and to provide information to users (Huh, Marmor & Jiang, 2016; Rayland et al., 2023). It is the moderator’s responsibility to act in the best interest of the OMHC, combatting negative communications, such as cyberbullying, trolling and triggering content. Evidence has suggested that unmoderated communities may experience negative effects such as distortion of information and negative social interactions (Kraut et al., 2012; Young, 2013; Storman et al., 2022). Previous research has suggested that OMHC users perceive the OMHC to give them a sense of community, allowing them to communicate with like-minded individuals (Rathbone, Prescott & Hanley, 2020). Given that many OMHCs moderators are peers and/or volunteers, it is feasible to assume that the moderators appointed are active members of the community as opposed to inactive bystanders.

#### Motivators

Saha et al., (2020) interviewed 19 moderators, across 12 OMHCs on Reddit. Authors explored the role and perspective of moderators, how support is sought from and provided by moderators, and how OMHCs facilitate safe spaces for self-disclosure regarding stigmatised topics. Saha et al., (2020) found that the biggest motivator for engaging in a volunteer moderating role were purely altruistic, with some even describing the role as a form of “community service”. Others were motivated to moderate due to their own personal mental health experiences. Being a moderator allowed people to provide support to them previously during their time of need. Another motivator was the experience of the role itself, and how undertaking such responsibilities allowed them to showcase their leadership and management skills. Many appreciated the opportunity the role offered to spread awareness of both mainstream and alternative treatments and therapies. If a moderator had more in-depth experience or understanding of a specific mental health issue, they were motivated to engage in the role due to their increased topical knowledge.

#### Effects

When exploring the effects of the moderating role, previous research has found that the moderator’s presence encourages topically relevant, safe, supportive conversations, act as mental health counsellors and promote positive perspective changes in users (Wadden et al., 2020). There is a plethora of research that explores the positive effects of moderator presence for users of social media sites or OMHCs (Cohan et al, 2017; Smedley & Coulson, 2017; Milne et al., 2019; Wadden et al., 2020). However, to the author’s knowledge, there is minimal to no research exploring the effects that the role has on the moderators personally.

#### Support

Each OMHC offer moderators differing methods and avenues of support. However, as with the effects that the role has on moderators, again there is a dearth in research on the support they receive. Perry et al., (2021) conducted a scoping review to identify what is empirically known about moderators in online mental health forums, supporting individuals displaying suicidal ideation/behaviours. From 397 articles, only one was inclusive of a moderator who was a qualified health professional. The remaining had engaged in preservice training prior to engaging in the role. Perry et al., (2021) concluded that there is a cause for concern regarding the dearth in research and that future research should interview moderators about their practise. This will further the understanding of moderator response and identify support required by moderators when they are inevitably place in such a position.

More recently, Li et al. (2022) highlighted that volunteer content moderators undertake a substantial amount of labour to ensure the sustainability of OMHC. The authors also bring attention to the fact that, whilst the larger mainstream platforms continue to focus on revenue generation and user engagement, moderators are left unsupported in their endeavour to manage these ever expanding communities.

### Rationale

The rationale underpinning this study was the dearth in research in the area. Whilst there is an abundance of research surrounding users, moderators appear to be categorised as a benefit for said users and the respective platforms. Volunteer moderators relinquish their personal time to support users of OMHCs. To ensure that users are receiving the optimum moderating support, it is crucial to explore the motivations behind, effects of and support required, for moderating, so that volunteers may continue to do so, safely and effectively, with no personal detriment.

### Aim

This research aimed to build on the results of Saha et al’s., (2020) study, that reported reasons why moderators were motivated to engage in the role. It also built upon recommendations proffered by Prescott et al., (2020), that suggested that future research should again, explore motivations for volunteering, but furthermore, also explore whether how the role effects the moderator’s personal mental health. The study also aimed to identify avenues of support for moderators.

### Research Questions

The research questions (RQs) for this study were as follows,

RQ1: What are the motivations for moderating?

RQ2: What are the positive effects of moderating?

RQ3: What are the negative effects of moderating?

RQ4: What support do moderators currently receive/require?

## Method

### Design

This study used an online questionnaire design, disseminated via the online mental health community (OMHC), 18percent, and directed at volunteer moderators.

18percent is a free, peer-to-peer OMHC for those living with mental health issues. While based in the USA, the platform has a global reach. The ethos of the organisation is, “*18%’s goal is for members to learn from valuable resources, make long lasting friendships and share their story. We aspire to be the largest online community for people struggling with mental illness, with a long-term mission to end the stigma of mental illness*” (18percent, 2019).

### Recruitment

The authors worked in conjunction with the co-founders of 18percent who acted as gatekeepers in this study. They identified moderators and provided them with the researchers email address to contact if they wished to participate. When the moderators contacted the researcher, they were then provided with the participant information sheet (PIS) and a consent form. If, after reading said documents, the moderators wished to participate in the study, they were then sent the initial questionnaire and the interview schedule.

### Materials

Initially, it was planned that the qualitative data would be collected via online interviews between moderators and the researchers. However, due to prior commitments and time zone differences, the interview schedule was emailed to the moderators in the form of a qualitative questionnaire.

Moderators were given an initial ‘Moderating Mental Health’ questionnaire to collect demographics, such as, age, gender, location and employment status. Moderators were also asked to disclose whether they had any mental health diagnoses, what offline and online services (besides 18 percent) they utilised and their length of time both, using and moderating 18 percent.

The interview schedule consisted of open ended qualitative questions such as, ‘*How did it feel to be asked to be a moderator for 18percent*?’, ‘*Why do you moderate?*’, ‘*Does moderating within 18percent ever become a personal trigger for yourself and your mental health?*’, ‘*What do you believe the benefits of moderating online are?’*, ‘*What do you believe the concerns of moderating online are?*’, ‘*What support is offered to you by 18percent?*’ and ‘*What support do you feel is vital for moderators?*’, amongst others.

Both the Moderating Mental Health initial questionnaire and interview schedule were purpose written to explore the moderating role.

### Participants

Volunteer moderators of 18percent participated in this study. The role of the moderator within the OMHC is to instigate and engage in topical discussion, whilst protecting users from content that may be deemed distressing. This is achieved by flagging and removing any comments that breach the community guidelines and/or have a detrimental effect on user’s mental health. Moderators ensure the community members adhere to the code of conduct by adding trigger warnings to posts and removing potential trolls. Moderation is carried out by volunteers who are not mental health professionals, but people who are involved in the online community, and who have experienced mental health issues personally (Prescott, Rathbone & Hanley, 2020).

Overall, there were eight participants in this study. Of the sample, four were aged 17-25 years, three were aged 26-35 years and one was aged 46-55. Two participants were male, and six female. The majority were based in the USA (n=7). One participant lived in Asia. Most were employed full time (n=5) or self-employed (n=1). Two participants were seeking opportunities.

There was an equal split of moderators who had mental health diagnoses and those who did not. Some participants listed mental health diagnoses such as Complex Post Traumatic Stress Disorder (C-PTSD), eating disorders (anorexia, bulimia, binge eating disorders etc.), depression and anxiety. Participant’s access, and engagement with, offline support consisted of daily journaling, therapy, support groups and medication. Whilst all participants used 18percent, other online methods of support accessed were various social media platforms and peer reviewed publications.

Four participants had been users of 18percent for less than a month, three for less than a year and one for one to two years. Three participants had been moderating for less than six month, two for less than a year, two for one to two years and one for two to four years.

### Procedure

All moderators included were contacted directly by the gatekeepers and informed of the nature of the study and the collaboration between the researchers and 18 percent, so that they could make an informed decision regarding participation. When the moderators had completed the initial questionnaire and the interview schedule they sent it directly back to the researcher.

### Data Analysis

Qualitative data was analysed using NVivo software and reflexive thematic analysis (Braun & Clarke, 2012; Braun & Clarke, 2019).

## Results

### Analysis

To analyse the qualitative data, semantic reflexive thematic analysis was used (Braun & Clarke, 2019). This assured that the subsequent coding and development of themes was guided by the data. The semantic approach was deemed the most appropriate as questions posed related directly to opinions and personal experiences (Braun & Clarke, 2019).

Adhering to Braun & Clarkes (2006, 2019) six recursive phases, the first and second authors began data familiarisation. Due to the iterative nature, initial codes were generated using the study objectives and research question as base themes. Table 1 evidences that data were coded into the themes, Motivators, Positive Effects, Negative Effects and Identifying Support. Following this, data were extracted which answered the research questions relating to the base themes, subsequently becoming subthemes as displayed in Table 1.

Table . Research Questions, Base Themes, and Subthemes.

|  |  |  |
| --- | --- | --- |
| Research Question  | Base Theme | Subtheme |
| What are the motivations for moderating? | Motivators  | Personal Experiences  |
|  | Helping Others  |
| What are the positive effects of moderating? | Positive Effects  | Digital Altruism  |
|  | Improved Mental Health  |
| What are the negative effects of moderating? | Negative Effects  | Personal Triggers  |
|  | Role Specific Issues  |
| What support do moderators currently receive/require? | Identifying Support  | Current Support  |
|  | Further Support  |

Figure 1 presents the base themes and subthemes pictorially, by way of a thematic map.

Figure . Base Themes and Sub Themes Thematic Map.

### Motivators

#### Personal Experiences

As considered in the introduction, there are various reasons that motivate individuals to engage with the role of volunteer moderators. Having previous experience of mental health issues was reported as being a motivating factor.

*I have lived through a lot of mental health issues myself and I wanted to pass on the knowledge and perspective I’ve gained.*

-Participant 4

This was also true for those who were still experiencing mental health issues and actively seeking to educate themselves on the topic. Participant 1 explained,

*I have come a long way in my own personal journey of learning to manage my anxiety and depression. I like sharing the things that have helped me with others. I have been through so many things and am still going through many things, and as I research and read about all my experiences and gain knowledge, I would hate to hoard that knowledge.*

-Participant 3

#### Helping Others

The want to help others was another motivator. One participant reported that self-gain was of no interest to them, with their only goal within the role being to alleviate struggles experienced by others.

*I’m personally not interested in self-gain in this aspect. I’m not doing it for myself. I just like to help people and feel like 18percent is something bigger than myself. I am able to use my knowledge and gifts to help others. That is all I’m after really. The end goal for me is to help give a little light to someone during the darkest times in their lives.*

-Participant 6

Whilst others reported the same motivations, they also explain how helping others, subsequently benefitted them personally.

*I have always had that need to help others and was not allowed to, being a moderator allows me to practice love, compassion, and feel like I am making a positive change.*

-Participant 2

### Positive Effects

#### Digital Altruism

The OMHC provided a platform for moderators to actively engage in altruism using a digital medium. Participants frequently described how 18percent enabled them to engage in altruistic behaviour fitting around other aspects of their life.

*I feel like since 18percent is an online slack community, I can be there for people in times of great stress when they don’t always have another place to turn. It is a great way for me to help others out, but it doesn’t require many resources. This is important for me because I have a busy schedule, but still want to do something to help people. Short of giving money, this is a great alternative for me at this stage in life.*

-Participant 6

Another participant explained how they aimed to create a safe space for those in need.

*I like to help people. When it comes to seeing someone at their low, I like to help as much as possible. I also like to help make sure that a safe environment is created, so I like to help keep an already safe environment a continued safe space for people.*

-Participant 8

Engaging in digital altruistic behaviour increased positive emotions experienced by the moderators.

*I love to help others. It feels good. I like when others help me so I like to give people that same feeling of being supportive and letting them know they’re not alone. I get fulfilment from helping others. If I can make one person smile or stop one person from feeling less alone or self-harming, that is a great feeling knowing I can help others.*

-Participant 3

Moderating an OMHC has the potential to improve the mental health of the moderator. One participant went into great depth to depict how being a moderator had been the causal factor for improvements in their personal mental health.

*Being a moderator has really helped build my self-confidence. People asking me questions and me learning/figuring out the answers for them. People coming to me with problems or issues on the platform, being able to take the problem to the team and problem solve and team making me feel like my opinions are important and valid. Feeling like the people in the community trust me because they chose to bring the issue to my attention. Things like that have really built up my self-confidence over time. And this self-confidence translates into my daily life and my confidence in decision making as a newly single mom. I feel better about my choices. And I have a GREAT DEAL of social anxiety and very debilitating C-PTSD. Doing the monthly Skype calls was paralyzing at first. But they're getting better. And I'm getting a little more confident and active in my social life outside of 18percent since I started moderating. It has really helped me.*

-Participant 2

### Negative Effects

#### Personal Triggers

Whilst moderating OMHCs can instigate positive effects, those who volunteer for the role often times experience negative effects. One salient concern is whether the material that moderators are met with is triggering to their own mental health, as evidenced by the following quotes;

*Sometimes I need to take a break from the platform if I feel drained, misunderstood, or weighed down by another member’s struggles.*

-Participant 4

*Sometimes someone will be extremely suicidal and there's nothing you can do for them but redirect them to 911 or crisis. And you have to take them out of the community channels because they're extremely triggering and you have a LOT of folks just really freaking out over suicidal messages. Sometimes I can handle that. Sometimes I'm not in a good headspace to deal with it.*

-Participant 2

Conversely, responses from other participants suggested that they were equipped with the skills of separating themselves from the role and ensuring that their personal mental health took priority.

*Taking care of your own mental health has to come first, as well as the time commitment of being there consistently for the members.*

-Participant 4

*Occasionally I have become overwhelmed, but it’s a good sign to step back and ask, “why is this triggering me?” That’s where the deeper learning happens.*

-Participant 5

#### Role Specific Issues

As with any role, moderating is met with role specific issues. One reported repeatedly was that moderators had to remind users of their status and could not intervene further than their site role.

*You kinda constantly have to remind people that you're not a healthcare professional*

-Participant 2

*There's the feeling that knowing when someone is suicidal and they join, you can't always help them and can never get them medical help if it's required.*

-Participant 8

Another role specific issue was the aspect of anonymity. Whilst this was an advantage for many users, others abused it to troll or harass the OMHC.

*You never know who will join the community. It could be someone who really needs help, or a person that just wants to cause trouble and hurt others. We do our best to shield the community from the latter, but they sneak in sometimes.*

-Participant 6

*It depends entirely on the conversation and what's going on. (i.e. A user was a bit tough when he made many many accounts and messaged me, harrasing me quite a bit).*

-Participant 8

One participant was concerned about the possibility that moderators may spend more time online and inadvertently neglect their social connections in real life.

*When I first started moderating online I noticed that communication in person felt less needed. It’s important that, while being an online moderator, moderators continue to have a social life outside of the computer screen.*

-Participant 7

### Identifying Support

#### Current Support

All moderators included in this study were grateful of, and happy with, the support that 18percent had in situ for moderators. Throughout the data the provisos listed were team chats, training sessions, open access to the cofounders of the site and training sessions. Participants 2 and 8 described the high level of support and felt that current conditions were ample and conducive.

*The Team chat is available 24/7 and includes every moderator, which is also the co-creators of the site. That's a TREMENDOUS amount of support.*

-Participant 2

*In 18percent, I wouldn’t change anything about how we do things now. This answer may be different for other mods, but I feel we have a good setup.*

-Participant 6

#### Further Support

Whilst all moderators felt fully equipped to engage in the role by 18percent, suggestions for further support were proffered. One participant gave recommendations for further training.

*It would maybe be nice to have mini-trainings included periodically. Maybe just going over our Code of Conduct. Another on Peer-to-peer Listening Skills. Some techy stuff might be a good training. Just like 15 minute trainings every now and then.*

-Participant 2

Participants suggested that further professional training for those interested in a career path in the area, and for those who wanted to better understand crisis situations would be beneficial to the role.

*I haven’t found great peer support resources out there — training specifically for individuals who don’t want to become licensed therapists, but want to be an effective support person for those struggling. We could use training on clear communication, deescalation, etc. Sometimes I wish I had professional training so that I would have a better understanding of what to do in certain situations like a suicidal or disruptive member.*

-Participant 4

## Discussion

Overall, this study explored the motivators for moderating, the positive and negative effects of moderating and avenues of support for moderators.

When considering the motivators to engage with the moderating role, personal experiences of mental health and digital altruism were prominent factors. Moderators with previous lived experiences of mental health issues had garnered insightful knowledge throughout their journeys. Many utilised the role to disseminate information and techniques that they had deemed beneficial to their selves personally. This was also true for those who were currently experiencing mental health issues. Both moderators and users benefitted from reciprocal learning. Some moderators found that helping others improved their mental health as their support had been pivotal in promoting positive change. The motivations to engage in the moderator role reported in this study were reflective of previous research (Saha et al., 2020).

Digital altruism was also a notable motivating factor. Referring back to lived experience, researchers have previously suggested that empathy induced altruism may be responsible for pro-social behaviour (McAuliffe et al., 2018). Furthermore, the online platform facilitates engagement with pro-social behaviours in current, technology driven societies. Many experience “business” within their day to day lives, whether they may be related to education, work/volunteering, family/friends, to name but some. However, the online platform facilitates ease of access to the preferred OMHCs, so that moderators may volunteer their support from a location that best suits them and at a suitable time. This allowed the moderators to allocate their time to the role, whilst still maintaining their daily offline routine. Online, moderators were especially eager to facilitate a ‘safe space’ for others. They were able to encourage the development of, and engage with, an online environment that provided continuous safety for the users. Previous research has suggested that digital altruism is often displayed as a result of “nudging”, as opposed to “philanthropy” (Petrakak et al., 2021). However, this research suggests that the moderating of OMHCs is undertaken benevolently. Through digital altruism, moderators were able to achieve fulfilment from knowing they were helping others, where and when they could (Prescott et al., 2020).

Alongside helping others and engaging with digital altruism, volunteer moderating reportedly had a personal benefit of improving one’s personal mental health. It was noted that engaging in the role may increase self-confidence, validate moderator’s opinions, and possibly decrease anxiety. This supports a plethora of research that highlights the advantages of online peer to peer support, and the subsequent benefits to mental health following engagement (Naslund et al., 2020; Prescott et al., 2020; Brown et al., 2021; Pavarini et al., 2023).

Although there were several notable positive effects, moderators were also susceptible to negative effects associated with the role. Moderators were often met with content from users that acted as personal triggers for their own mental health. The role was often perceived to be emotionally draining. More resilient moderators were capable of effectively dealing with crisis situations such as suicide ideation or disclosures of life threatening behaviours. Some moderators were aware that said users were to be signposted to the relevant emergency or crisis services. Others, whilst still following policy and redirecting users in need to the relevant services, were overwhelmed by these disclosures and the inability to help the user in person.

This is directly relates to the negative effects of role specific issues. Users tended to need reminding frequently that volunteer moderators were not healthcare professionals. Moderators could not obtain medical help for users, they could only signpost to the relevant services, due to the right to anonymity. Whilst anonymity was provided for both users and moderators to protect their identities, it encouraged the presence of trolls and subsequently, cyberbullying (Parveen et al., 2023). Not only do moderators have to interact with fake accounts aiming to engage in digital aggression, but they are also susceptible to harassment from genuine users (Kim et al., 2023). Due to the negative effects aligned with the moderator role, volunteers advocated for a health onus to remain on their personal lives offline.

Overall, moderators in this study were content with the support given to them by 18percent. Moderators reported receiving facilitated training sessions and team chats and direct lines of access to the cofounders of the site if further information was required. The team chats were accessible 24 hours, seven days a week. All moderators believed that they currently had optimum support in their role. In regards to further training sessions, some moderators suggested informal refresher sessions, to reiterate key points of policies and procedures. Others suggested that professional training would be beneficial, so as to be better equipped to handle crisis situations (Perry et al., 2020).

#### Recommendations for the Moderator Role

Overall, moderators of OMHCs tend to volunteer for the role due to past lived experience of mental health issue(s) and degrees of digital altruism. Whilst moderators experience positive emotions form the role, they remain susceptible to negative effects. Due to this, it is recommended that platforms with volunteer moderators provide adequate training, refresher training and 24/7 lines of support. They should also ensure they conduct frequent, thorough wellbeing checks. This will ensure that if the moderator’s personal mental health is being negatively affect by the role, then the platform can intervene and offer further support or a role hiatus. Moderators should have an upper time limit for engaging with the role to ensure that there is a minimal detrimental effect on their quality of life whilst offline.

### Limitations

One limitation of this research was the change from scheduling online face to face interviews to directly emailing qualitative questionnaires. This alteration was made to the study due to prior commitments and time zone differences. However, it is feasible to assume that the researcher may have been able to posit further questions to participant responses, essentially obtaining qualitative responses of greater depth.

### Conclusion

In conclusion, moderators were motivated to engage in this role due to past experiences and to help others. The positive effects of moderating were engaging in digital altruism and improving one’s personal mental health. The negative effects were personal triggers and role specific issues such as harassment and being unable to help people in crisis situations. For further support, moderators would benefit from refresher training sessions and further professional training in which they can proactively help when a user is experiencing suicidal ideation/behaviours.

## References

18 percent (2019), “About Us – 18 percent”, available at: <https://18percent.org/about/>

Adans-Dester, C.P., Bamberg, S., Bertacchi, F.P., Caulfield, B., Chappie, K., Demarchi, D., Erb, M.K., Estrada, J., Fabara, E.E., Freni, M. and Friedl, K.E., 2020. Can mHealth technology help mitigate the effects of the COVID-19 pandemic?. *IEEE Open Journal of Engineering in Medicine and Biology, 1,* pp.243-248.

Alam, M.Z., Proteek, S.M. and Hoque, I., 2023. A systematic literature review on mHealth related research during the COVID-19 outbreak. *Health Education*, *123*(1), pp.19-40.

Bower, M., Smout, S., Donohoe-Bales, A., O’Dean, S., Teesson, L., Boyle, J., Lim, D., Nguyen, A., Calear, A.L., Batterham, P.J. and Gournay, K., 2023. A hidden pandemic? An umbrella review of global evidence on mental health in the time of COVID-19. *Frontiers in Psychiatry*, *14*.

Braun, V. and Clarke, V., 2006. Using thematic analysis in psychology. *Qualitative research in psychology*, *3*(2), pp.77-101.

Braun, V. and Clarke, V., 2012. *Thematic analysis*. American Psychological Association.

Braun, V. and Clarke, V., 2019. Reflecting on reflexive thematic analysis. *Qualitative research in sport, exercise and health*, *11*(4), pp.589-597.

Brown, G., Rathbone, A.L. and Prescott, J., 2021. Social media use for supporting mental health (SMILE). *Mental Health Review Journal*, *26*(3), pp.279-297.

Cao, J., Zhang, G. and Liu, D., 2022, March. The impact of using mHealth apps on improving public health satisfaction during the COVID-19 pandemic: A digital content value chain perspective. In *Healthcare* (Vol. 10, No. 3, p. 479). MDPI.

Cohan, A., Young, S., Yates, A. and Goharian, N., 2017. Triaging content severity in online mental health forums. *Journal of the Association for Information Science and Technology*, *68*(11), pp.2675-2689.

Denecke, K., Schmid, N. and Nüssli, S., 2022. Implementation of cognitive behavioral therapy in e–mental health apps: Literature review. *Journal of medical Internet research*, *24*(3), p.e27791.

Dufoe, J., 2023. *The efficacy of mobile mental health applications (mHealth apps) in reducing symptoms of anxious and depressive distress in a university population* (Doctoral dissertation, Laurentian University of Sudbury).

Health, T.L.D., 2022. Mental health in the digital age. *The Lancet. Digital health*, pp.S2589-7500.

Huh, J., 2015, February. Clinical questions in online health communities: the case of" See your doctor" threads. In *Proceedings of the 18th ACM Conference on Computer Supported Cooperative Work & Social Computing* (pp. 1488-1499).

Karyotaki, E., Kemmeren, L., Riper, H., Twisk, J., Hoogendoorn, A., Kleiboer, A., Mira, A., Mackinnon, A., Meyer, B., Botella, C. and Littlewood, E., 2018. Is self-guided internet-based cognitive behavioural therapy (iCBT) harmful? An individual participant data meta-analysis. *Psychological medicine*, *48*(15), pp.2456-2466.

Khan, S., Shapka, J.D. and Domene, J.F., 2022. Counsellors’ experiences of online therapy. *British Journal of Guidance & Counselling*, *50*(1), pp.43-65.

Kim, M., Ellithorpe, M. and Burt, S.A., 2023. Anonymity and its role in digital aggression: A systematic review. *Aggression and Violent Behavior*, p.101856.

Kraut, R.E. and Resnick, P., 2012. *Building successful online communities: Evidence-based social design*. Mit Press.

Kruse, C.S., Betancourt, J.A., Gonzales, M., Dickerson, K. and Neer, M., 2022. Leveraging Mobile Health to Manage Mental Health/Behavioral Health Disorders: Systematic Literature Review. *JMIR Mental Health*, *9*(12), p.e42301.

Li, H., Hecht, B. and Chancellor, S., 2022, May. All that’s happening behind the scenes: Putting the spotlight on volunteer moderator labor in Reddit. In *Proceedings of the International AAAI Conference on Web and Social Media* (Vol. 16, pp. 584-595).

Lu, H.H., Lin, W.S., Raphael, C. and Wen, M.J., 2023. A study investigating user adoptive behavior and the continuance intention to use mobile health applications during the COVID-19 pandemic era: Evidence from the telemedicine applications utilized in Indonesia. *Asia Pacific Management Review*, *28*(1), pp.52-59.

McAuliffe, W.H., Forster, D.E., Philippe, J. and McCullough, M.E., 2018. Digital altruists: Resolving key questions about the empathy–altruism hypothesis in an Internet sample. *Emotion*, *18*(4), p.493.

Migliorini, C., Lam, D. and Harvey, C., 2022. Supporting family and friends of young people with mental health issues using online technology: A rapid scoping literature review. *Early intervention in psychiatry*, *16*(9), pp.935-957.

Milne, D.N., McCabe, K.L. and Calvo, R.A., 2019. Improving moderator responsiveness in online peer support through automated triage. *Journal of medical Internet research*, *21*(4), p.e11410.

Naslund, J.A., Bondre, A., Torous, J. and Aschbrenner, K.A., 2020. Social media and mental health: benefits, risks, and opportunities for research and practice. *Journal of technology in behavioral science*, *5*, pp.245-257.

Pairon, A., Philips, H. and Verhoeven, V., 2023. A scoping review on the use and usefulness of online symptom checkers and triage systems: How to proceed?. *Frontiers in Medicine*, *9*, p.1040926.

Parveen, A., Jan, S. and Rasool, I., 2023. Cyberbullying Issues. In *Handbook of Research on Bullying in Media and Beyond* (pp. 456-472). IGI Global.

Pavarini, G., Reardon, T., Hollowell, A., Bennett, V., Lawrance, E., Peer Support Young People’s Advisory Group Brooks-Hall Ellie Foster-Estwick Ashley Juma Damian Omari Lewis Peter Power Lucy Rogers Maia, Pinfold, V. and Singh, I., 2023. Online peer support training to promote adolescents’ emotional support skills, mental health and agency during COVID-19: Randomised controlled trial and qualitative evaluation. *European Child & Adolescent Psychiatry*, *32*(6), pp.1119-1130.

Perry, A., Pyle, D., Lamont-Mills, A., du Plessis, C. and du Preez, J., 2021. Suicidal behaviours and moderator support in online health communities: a scoping review. *BMJ open*, *11*(6), p.e047905.

Perry, A., Pyle, D., Lamont-Mills, A., du Plessis, C. and du Preez, J., 2021. Suicidal behaviours and moderator support in online health communities: a scoping review. *BMJ open*, *11*(6), p.e047905.

Petrakaki, D., Hilberg, E. and Waring, J., 2021. The cultivation of digital health citizenship. *Social Science & Medicine*, *270*, p.113675.

Prescott, J., Rathbone, A.L. and Brown, G., 2020. Online peer to peer support: Qualitative analysis of UK and US open mental health Facebook groups. *Digital Health*, *6*, p.2055207620979209.

Prescott, J., Rathbone, A.L. and Hanley, T., 2020. Online mental health communities, self-efficacy and transition to further support. *Mental Health Review Journal*, *25*(4), pp.329-344.

Rayland, A. and Andrews, J., 2023. From Social Network to Peer Support Network: Opportunities to Explore Mechanisms of Online Peer Support for Mental Health. *JMIR Mental Health*, *10*, p.e41855.

Saha, K., Ernala, S.K., Dutta, S., Sharma, E. and De Choudhury, M., 2020. Understanding moderation in online mental health communities. In *Social Computing and Social Media. Participation, User Experience, Consumer Experience, and Applications of Social Computing: 12th International Conference, SCSM 2020, Held as Part of the 22nd HCI International Conference, HCII 2020, Copenhagen, Denmark, July 19–24, 2020, Proceedings, Part II 22* (pp. 87-107). Springer International Publishing.

Saha, K., Ernala, S.K., Dutta, S., Sharma, E. and De Choudhury, M., 2020. Understanding moderation in online mental health communities. In *Social Computing and Social Media. Participation, User Experience, Consumer Experience, and Applications of Social Computing: 12th International Conference, SCSM 2020, Held as Part of the 22nd HCI International Conference, HCII 2020, Copenhagen, Denmark, July 19–24, 2020, Proceedings, Part II 22* (pp. 87-107). Springer International Publishing.

Sharma, A., Lin, I.W., Miner, A.S., Atkins, D.C. and Althoff, T., 2023. Human–AI collaboration enables more empathic conversations in text-based peer-to-peer mental health support. *Nature Machine Intelligence*, *5*(1), pp.46-57.

Smedley, R.M. and Coulson, N.S., 2017. A thematic analysis of messages posted by moderators within health-related asynchronous online support forums. *Patient Education and Counseling*, *100*(9), pp.1688-1693.

Storman, D., Jemioło, P., Swierz, M.J., Sawiec, Z., Antonowicz, E., Prokop-Dorner, A., Gotfryd-Burzyńska, M. and Bala, M.M., 2022. Meeting the Unmet Needs of Individuals With Mental Disorders: Scoping Review on Peer-to-Peer Web-Based Interactions. *JMIR Mental Health*, *9*(12), p.e36056.

Vollert, B., Beintner, I., Musiat, P., Gordon, G., Görlich, D., Nacke, B., Schmidt-Hantke, J., Potterton, R., Spencer, L., Grant, N. and Schmidt, U., 2019. Using internet-based self-help to bridge waiting time for face-to-face outpatient treatment for bulimia nervosa, binge eating disorder and related disorders: study protocol of a randomized controlled trial. *Internet Interventions*, *16*, pp.26-34.

Wadden, D., August, T., Li, Q. and Althoff, T., 2021, May. The effect of moderation on online mental health conversations. In *Proceedings of the International AAAI Conference on Web and Social Media* (Vol. 15, pp. 751-763).

Wallace, W., Chan, C., Chidambaram, S., Hanna, L., Iqbal, F.M., Acharya, A., Normahani, P., Ashrafian, H., Markar, S.R., Sounderajah, V. and Darzi, A., 2022. The diagnostic and triage accuracy of digital and online symptom checker tools: a systematic review. *NPJ Digital Medicine*, *5*(1), p.118.

Weekly, T., Walker, N., Beck, J., Akers, S. and Weaver, M., 2018. A review of apps for calming, relaxation, and mindfulness interventions for pediatric palliative care patients. *Children*, *5*(2), p.16.

World Health Organization, 2022a. Mental disorders. [online] World Health Organization. Available at: https://www.who.int/news-room/fact-sheets/detail/mental-disorders. Accessed on 09 November 2023.

World Health Organization, 2022b. World mental health report: transforming mental health for all.

Young, C., 2013. Community management that works: how to build and sustain a thriving online health community. *Journal of medical Internet research*, *15*(6), p.e2501.